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Abstract

We study the effect of routing protocolson the perfor-
manceof mediaaccesscontrol (MAC) protocolsin wire-
lessradio networks. Threewell known MAC protocols:
802.11, CSMA, and MACA are considered. Similarly
threerecentlyproposedrouting protocols: AODV, DSR
and LAR scheme1 are considered. The experimental
analysiswascarriedoutusingGloMoSim: a tool for sim-
ulating wirelessnetworks. The main focusof our exper-
imentswasto studyhow the routing protocolsaffect the
performanceof the MAC protocolswhenthe underlying
network and traffic parametersare varied. The perfor-
manceof theprotocolswasmeasuredw.r.t. five important
parameters:(i) numberof received packets, (ii) average
latency of eachpacket,(iii) throughput(iv) long termfair-
nessand(v) numberof controlpacketsat theMAC layer
level. Our resultsshow that combinationsof routing and
MAC protocolsyield varyingperformanceundervarying
network topologyandtraffic situations.Theresulthasan
importantimplication;nocombinationof routingprotocol
andMAC protocolis thebestoverall situations.Also, the
performanceanalysisof protocolsat a given level in the
protocolstackneedto be studiednot locally in isolation
but asa part of the completeprotocolstack. A novel as-
pectof ourwork is theuseof statisticaltechnique,ANOVA
(Analysisof Variance)to characterizetheeffectof routing
protocolson MAC protocols. This techniqueis of inde-
pendentinterestandcanbeutilized in severalothersimu-
lationandempiricalstudies.

1 Introduction and Motivation

Design of protocolsfor wirelessmobile networks have
beengainingmomentumin therecentyears.Researchers
direct their effort towardsdesignof protocolsat various
levels of the protocolsstack. TheseincludeMAC layer
protocols,routing protocolsandtransportationlayerpro-
tocols;nowadaystheseareconsideredasindependentsets
of protocolsthat interactwith eachother. This effort is
very challenging,especially, in caseof ad-hocwireless

networkswhich do not rely on any fixedinfrastructurein
the form of basestations. The pioneeringwork in this
field hasbeendoneby DARPA which sponsoredPRNET
(PacketRadioNetwork) [JT87], andSURAN (Survivable
Adaptive Networks) [SW] projects. Interest in ad-hoc
networksfor mobilecommunicationshasalsoresultedin
a specialinterestgroup for Mobile, Ad-hoc Networking
within theInternetEngineeringTaskForce(IETF) [MC].

The goal of this paper is to undertake a system-
atic experimentalstudy to analyzethe performanceof
MAC/routing protocol combinationfor wirelessad-hoc
networks.In particular, weareinterestedin determiningif
theperformanceof a particularMAC protocolis affected
by thespecificroutingprotocolsusedandvice-versa.

SeeSection2 for additionaldetails.

MAC Protocols. Threewell known MAC protocols
are considered:CSMA, MACA and 802.11DCF. The
choiceof theseprotocolsis baseduponthe earlierwork
in [BD+94, WS+97, RLP00]. The carriersensemultiple
access(CSMA) first sensesthe channelfor any ongoing
transmissions.If thechannelis emptythetransceiver be-
gins transmission;elseit backsoff a randomamountof
time and tries again. The main drawbackof this proto-
col is it inability to cope with the classicalhidden ter-
minal problem. Many protocolshave beenproposedto
avoid the hiddenterminal problem. Two notableexam-
plesare the MACA [Ka90] andMACAW [BD+94] pro-
tocols. MACA introduceda reservationsystemachieved
with exchangeof anRTS/CTS(RequestTo Send/ClearTo
Send)pairof controlpackets.Ontheotherhandtheproto-
col doesnot explicitly heckto seeif thechannelis empty
beforeinitiating the RTS/CTShandshake. Thus CSMA
and MACA representinterestingcaseswhereinone can
seetherelativemeritsof collisionavoidancemechanisms:
carriersensingversusRTS/CTS.MACAW builds on this
ideabut alsorecognizestheimportanceof congestion,and
exchangeof knowledgeaboutcongestionlevel amongen-
tities participatingin communication.An advancedback-
off mechanismis usedto spreadinformationaboutcon-
gestion. Furthermore,the basicRTS/CTS/DATA reser-



vation schemahasbecomean RTS/CTS/DS/DATA/ACK
schemawith significantlyimprovedperformance.In these
protocolsmessageoriginatorsreservereceptionareaatthe
sink by exchangeof RTS/CTScontrol messages.This is
in contrastto CSMA wherereservation wasdoneat the
source.Thispowerful methodhasadrawbackof introduc-
ing smallcontrolpacketsinto thenetwork thatlatercollide
with otherdata,control,or routingpackets. IEEE 802.11
MAC standard[OP] wasdesignedwith a reservationsys-
tem similar to MACA or MACAW in mind. 802.11has
also improved fairnesscharacteristics.Detaileddescrip-
tion of theseprotocolsand the issuessurroundingthem
are omitted due to lack of spaceand can be found in
[BD+94, 802.11].

Routing Protocols. We briefly review theroutingpro-
tocols usedin our simulations: DSR, AODV, and LAR
scheme1 [JM96, PR99,KV98]. Againthechoiceof these
protocolsis basedupontheearlierwork in [DP+, BM+98,
JL+00] on experimentallyanalyzingsomeof theseproto-
cols. To our knowledgetheperformanceof LAR scheme
1 hasnot beenextensively investigated.All of thesepro-
tocols are on-demand(reactive) routing protocols– i.e.
routes are found on a need to know basis. The Dy-
namic SourceRouting Protocols(DSR) was introduced
by [JM96]. A nodein the network maintainsrouting in-
formationon nodesthatareknown to it. Whenthesource
nodeneedsrouting information, and this information is
not in its nodecacheor the informationhasexpired, the
node initiates a route discovery. The nodesendsout a
routerequestpacket (RREQ)thatcontainstheaddressof
the sourceanddestinationnode,anda uniqueidentifica-
tion number. Eachintermediatenodecheckswhetherit
containsrouteinformationon thedestinationnode.If not,
it appendsits addressto the routerequestpacket, andre-
sendsthepacket to its neighbors.Addressesof intermedi-
atenodesareusedto ensurethatagivennodeforwardsthe
routerequestpacket only once. The routereply (RREP)
is eitherproducedby anintermediatenode,or thedestina-
tion node.In theformercase,therouteinformationof the
intermediatenodeis used,andis appendedto thereversed
sequenceof addressesfrom intermediatenodes;in thelat-
ter casetheroutereply is formedcompletelyby thedesti-
nationnodeby reversingthe sequenceof addressesfrom
intermediatenodes. Routemaintenanceis performedby
the protocol if thereis a fatal problem,e.g.,a routewas
disconnectedby a nodefailure. In this casethe protocol
generatesa RouteError (RERR)packet. Nodesthat re-
ceivethispacketadjusttheirnodecachesby removing the
routeinformationon routesbeyondthefailednode.DSR

alsousesacknowledgmentpacket to verify correctopera-
tion of its discoveredroutes.

The Ad-hoc On-demand Distance Vector Routing
(AODV) [PR99] is an extension of the Destination-
SequencedDistanceVector Routing (DSDV) [PB94] in
thedirectionof reactive behavior. DSDV is basedon the
classicalBellman-Ford routingalgorithm. In DSDV each
nodemaintainsa tablethat lists all availabledestinations.
It also routesto them the numberof hops(or any other
metric) necessaryto reachsucha destinationalongwith
next hop information, anda sequencenumberto distin-
guishbetweenold andnew routes.Eachnodeperiodically
transmitstheroutingtableto its neighborswhich incorpo-
ratethatinformationinto theirown routingtable.Thisex-
changecanbealsotriggeredby significantchangesin the
network. Theroutingtableupdatesaresenteitherasincre-
mentalor full. Eachnodeassignsauniquesequencenum-
ber to the routingupdates.Thesequencenumberis used
to keeptrackof new andold routesin nodecache.AODV
tries to minimize the numberof routing tableupdatesby
spawningthismechanismonneed-to-know basis.Whena
sourcenodeneedsto find arouteto adestinationit broad-
castsarouterequestpacket. Thispacketis forwardedover
thenetwork andforwardingnodesstorethenodeaddress
fromwhichtherouterequestcamefor thefirst timein their
routingtables.This informationis laterreversedandused
by therouterequestpacket to find therouteto thesource.
Therouterequestpacketsusesequencenumbersto ensure
loop-freeroutes.Whenthe routerequestpacket encoun-
ters an intermediatenodewith information on the route
to thedestination,or thedestinationnodeitself, it follows
theroutethatwasusedto reachthis nodeandon theway
updatesroutingtablesof intermediatenodeswith therout-
ing informationto thedestination.Thismechanismis also
spawn by link failure,or otherfatalproblems.

Location-AidedRouting(LAR) [KV98] comesin two
flavors: Scheme1 and Scheme2. We briefly describe
Scheme1. In this protocol,complexity of routing is re-
ducedby usingthephysicallocationinformation,i.e., by
limiting thesearchto asmallerzone.Theexpectedzoneis
producedfrom theinformationaboutthephysicalwhere-
aboutsof the destinationnode. Scheme1 producesthe
smallestrectanglethat containsthe sourcenodeand the
expectedzone. This rectangleis calledthe requestzone.
When a sourcenodessendsout a route requestthis re-
questincludescoordinatesof the requestzone. Interme-
diatenodesareallowedto forwardtherouterequestonly
to nodeswithin therequestzone.This requestzoneis not
modified by forwarding nodes. Forwarding mechanism
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for LAR is similar to DSR.
Eachroutingprotocolandsimilarly eachMAC protocol

hasits relative meritsandshortcomings.Due to lack of
spacewereferthereaderto [DP+, JL+00, RLP00, BD+94,
TCG01] for a relativecomparison.

2 Summary of Results and Implica-
tions

2.1 Overall Goal

We empirically characterizethe effect of the interaction
betweentherouting layerandtheMAC layer in wireless
radionetworks. We only considerstaticnetworks in this
paper. A follow on paperconsiderstheeffect of mobility.
The work is motivatedby researchof (i) [Ba98, BS+97]
that studiesthe interactionbetweenTCP and the lower
levelsof theOSIstack(ii) [WS+97, NK+99, BD+94] that
experimentallyanalyzesMAC layerprotocolsand(iii) re-
cent resultsby Royer et.al. [DPR00, DP+, RLP00] that
note the interplaybetweenRoutingandMAC protocols.
In [DPR00], the authorsconcludeby saying– “This ob-
servationalso emphasizesthe critical needfor studying
interactionsbetweenprotocollayerswhendesigningwire-
lessnetworkprotocols”. In [RLP00], authorsconclude
thattheMAC protocolselectionis akey componentin de-
terminingtheperformanceof aroutingprotocolandhence
mustbe consideredby any comparative studyof routing
protocols.

In order to analyze the issue of interaction rigor-
ously, we resortto thepopularstatisticaltechniquecalled
ANOVA (the Analysis of Variance). ANOVA is com-
monly usedby statisticiansto studythesourcesof varia-
tion, importanceandinteractionsamongvariables.1 How-
ever, to thebestof our knowledge,a detailedstudyaimed
towardsunderstandingthe effect of interactionbetween
MAC androutingprotocols,usingformal statisticaltools,
hasnot beenundertaken prior to this work. Suchmeth-
ods provide simple yet formal and quantifiableways to
characterizeinteraction. We believe that theseideasare
of independentinterestandarelikely to beusefulin other
similar settings.

Apart from routing andMAC protocols,we studythe
effect of injection rateandnetwork topologyon the per-

1ANOVA is a linear model. There are alternatives available to
ANOVA which can handlemuch more complex statisticalproblems.
Bayesian inference Using Gibbs Sampling is one such non-linear
methodwhich performsBayesiananalysisof complex statisticalmod-
elsusingMarkov chainMonteCarlo(MCMC) methods.

formancevariables.Thusour input variablesare:

1. Routing protocols: AODV, DSR,LAR1. Theseare
denotedby

���
, �������
	 . The set of routing

protocolswill be denotedby
�

. The routing proto-
colswerechosenkeepingin mind therecommenda-
tions madeby [DPR00, JL+00] after undertakinga
detailedexperimentalstudyof recentrouting proto-
cols.

2. MAC protocols: 802.11,CSMA andMACA. These
aredenotedby �
� , ��������	 . The setof MAC
protocolswill be denotedby � . Again the choice
of theseprotocolsis basedon the studyin [RLP00,
WS+97].

3. Injection rates: low (0.05second),medium(0.025
second)and high (0.0125 second). The injection
ratesare denotedby ��� , ��������	 . The set of
injectionrateswill bedenotedby � .

4. Network topologies: medium connectivity grid
(Figure 5(a)(A)), high connectivity grid (Fig-
ure 5(a)(B)) and 6x6-3x3-6x6 corridor grid (Fig-
ure5(b)). Thechoiceof thenetworks is basedupon
earlierwork in [BD+94, WS+97]

Our evaluationcriteriaconsistsof following basicmet-
rics: (i) Latency: Averageend to end delay for each
packet asmeasuredin seconds,andincludesall possible
delayscausedby buffering during routediscovery, queu-
ing and backoffs, (ii) Total numberof packets received
(andin somecasespacketdeliveryfraction)(iii) Through-
put: Thetotal numberof uniquedatapacketsreceivedin
bits/second,(iv) Long term fairnessof the protocols,i.e.
theproportionalallocationof resourcesgivento eachac-
tive connectionand(v) Control Overhead: The number
of control packetsusedby MAC layer. Eachof the in-
put parametersandtheperformancemeasuresconsidered
herehave beenusedby earlierexperimentalstudiessuch
as[DPR00,DP+,BM+98, KV98, RLP00,RS96].

Thegeneralresultsof this papercanbesummarizedas
follows.

1. Theperformanceof MAC layerprotocolsis affected
by the routes chosenby the routing layer. Not
surprisingly, when two routessharemany common
nodes,their performancetendsto be worsethan in
scenarioswhen the routesdo not sharemany com-
mon nodes. More interestingly, MAC layer perfor-
mancedeteriorateseven when routesdo not inter-
sectbut comecloseenough.As a result,the taskof
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adaptiveroutingprotocolsthatattemptto modify the
routesaftersensingthe loadon individual links (i.e.
they areadaptive)becomescomplicated.

2. The worst performeramongthe three protocolsis
MACA. This is somewhat surprisingalthoughsim-
ilar results have also been reported by [RLP00].
MACA buildsonCSMA/CA andthusonewouldex-
pect somewhat betterperformance. But it appears
that the RTS/CTSoverheadoffsetsthe gainsmade
in successfultransmission.At lower injection rates,
802.11wasthebestof thethreewhile athigherinjec-
tion ratesCSMA performsbetteraslongastheinter-
actionamongactive connectionswaslow. Thedrop
in performancefor 802.11wasmuchmoredrasticat
higherinjectionrates.This dropis largelydueto the
increasein RTS/CTS/ACK control packets. Again,
routingprotocolsplay a significantrole in determin-
ing theloadsandinjectionratesata node.

3. The performanceof protocols varies significantly
from onerun to anotherwith regardsto theresources
assignedto connections.CSMA (andalsootherpro-
tocolsto someextent)tendsto inequitablyassignre-
sourcesto the two connections.Oneof the reasons
for thisbehavior is interactionof theMAC layerpro-
tocol with the routing protocolwith subsequentim-
pactontothelong termfairness.

Themainconclusionof ourwork is thatnosingleMAC
protocol or MAC/Routing protocol combinationdomi-
natedthe other protocolsacrossvariousmeasuresof ef-
ficiency. This motivatesthe designof a new classof pa-
rameterizedprotocolsthat adaptto changesin the net-
work connectivity and loads. We refer to theseclass
of protocolsasparameterizedadaptiveefficientprotocols
(PARADYCE) andasa first stepsuggestkey designre-
quirementsfor sucha classof protocols. Theseinclude:
ability of the MAC protocolsto dynamicallychangethe
usageof control packetswith changein contention. we
will discussthis issuefurtherin theconcludingsection.

3 Experimental Setup

We now describethedetailsof theparametersused.

3.1 Measures of Performance: Average
Fairness, Latency and Throughput

We briefly describethe methodusedto report the aver-
agebehavior of the protocols. Averagethroughputand
averagelatency is simply theaverageover10runsof each
protocolover the two connections.2 For averagefairness
let �������! #"��%$'&)(*� if �+$��,�! and �����-�%$."/�0 1&)(,� if
�! 32*�%$ . The maximumallowed valuefor � is 4 , i.e., if
�6574 we set � to 4 to emphasizesmallervalues.Average
fairnessis 8  :9�<;  >=� � , where =� � is � with maximumvalue 4
andnormalizedinto ?@�BADCFE interval for the � th run of the
protocol.

3.2 Understanding the effects of Route In-
teraction

Intuitively, it is clearthatthespecificrouteschosenby the
routingprotocolaffectstheperformanceof theunderlying
MAC protocols.In this section,we try to understandthis
effect further. First note that althoughthe routing paths
neednothavecommonnodes,they mightbecloseenough
so as to causeMAC protocolsat nearby transceiversto
interact.Considerthefollowing settingillustratedin Fig-
ure2(a).We haveshown threepathsfrom � to C andsim-
ilarly threepathsfrom 	 to G . The paths �H(�IJ(7C and
	K(�4L(MG arecompletelynon-interfering.Paths �)(ONP(�C
and 	Q(RNS(RG sharethenodeN andthusclearlyinterfere.
Thepaths �>(UTP(VC and 	H(UWX(UG areinteresting.These
pathsdo not sharenodesbut influenceeachother since
T and W cannotsimultaneouslytransmitunderthe radio
propagationmodel.

Example 1: Thisexampleillustratestheeffectof paths
chosenby a routingprotocolon thesystemperformance.
Theunderlyingnetwork is shown in Figure2(b). We used
49 nodesto producea grid of 7 Y 7 nodes.The nodesin
thisexperimentwerepositionedatadistanceof 50meters
(i.e. grid unit = 50m) from eachothergaininga physical
sizeof the grid of 300Y 300meters.Note that transmis-
sion radii from nodesin the very left columncannotdi-
rectly communicatewith nodesin the very right column,
andvice-versa.In this particularexample,we useCSMA
astheunderlyingMAC layerprotocol.We have two con-
nections:onegoingfrom N to T andtheotherfrom W to Z .
Theendpointsof thetwo connectionswereplacedin such
awaythatif theroutingprotocolchoosestheshortestpath
therewould be no interferencebetweenthe N - T connec-
tion andthe W - Z connection,seeFigure2. If the routing

2This givesa total of 20 runs,10 from eachconnection.
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1. Network topologies: mediumconnectivity grid (Figure5(a)(A)), high connectivity grid (Figure5(a)(B)) and
6x6-3x3-6x6corridor grid (Figure5(b)). The choiceof the networks is baseduponearlierwork in [BD+94,
WS+97]

2. Number of connections: Unlessotherwisestatedwe usetwo connections.

3. Routing protocol : AODV, DSR,LAR scheme1.

4. Theinitial packetsizewas512bytes,thenumberof packetswas1,000,andtheinjectioninterval was0.1second.
Eachtime theinjectioninterval wasreducedby a factorof 2, wealsoreducedthepacketsizeby a factorof 2 but
increasedthenumberof packetsby afactorof 2. For example,if theinjectioninterval washalvedto 0.05seconds
thenthenew packet sizewas256bytesandthenew numberof packetswas2,000. This allowedusto keepthe
injectionat inputnodesconstantin termsof bits persecond.

5. The bandwidthfor eachchannelwasset to 1Mbit. Other radio propagationmodeldetailsareas follows: (i)
Propagationpath-lossmodel: two ray (ii) Channelbandwidth: 1 Mb (iii) Channelfrequency: 2.4 GHz (iv)
Topography:Line-of-sight(v) Radiotype: Accnoise(vi) Network protocol:IP (vii) Connectiontype: TCP

6. Simulator used: GlomoSim.

7. Thetransmissionrangeof transceiverwas250meters.

8. Thesimulationtime was100seconds.

9. Hardwareusedin all caseswasa Linux PCwith 512MB of RAM memory, andPentiumIII 500MHzmicropro-
cessor.

10. The following informationwascollectedto measurethe performance:(i) Averageend to enddelay for each
packet asmeasuredin seconds(latency), (ii) Total numberof packetsreceived, (iii) Throughputin bits/second
and(iv) Total numberof controlpacketsat theMAC layerlevel.

Figure1: Parametersusedin theExperiments.

protocolchoosesa lessthanoptimal routing,interference
betweenconnectionswill arise.

Several modesof operationswere observed. One of
themoccurredwhentheroutingprotocolfoundtheshort-
estpathfor theconnections.In thiscase,thenumberof re-
ceivedpacketsatsinkwas1,000,i.e.,100%.In thesecond
case,theroutingprotocoldid notfind theshortestpathfor
oneof theconnections.This causedinterferencebetween
the two connectionsand resultedin delivering only one
packet for theconnection.Thefour basicmodesof opera-
tion from 15differentrunsaresummarizedhere.Different
modeswerecountedasfollows:

1. Weconsidered1,000receivedpacketsfor connection
1, and0 receivedpacketsfor connection2 the same
as0 for connection1 and1,000for connection2, i.e.,
in general,we regardedsymmetricresultsto be the
samefor thetwo connections.

2. If the numberof packets received for a connection
wase.g. 995we countedit as1,000,i.e., in general,

wediscardedsmallfluctuationsandregardedsuchre-
sultsasidentical.

Using the notation �\[]A_^`A_a!& to denotethat in a runs of
the experiment,the numberof packets received by con-
nections1 and2 were [ and ^ respectively. The exper-
iments showed the following four modes: �@�cbFbBbdAebfAeIg& ,
�_�#bFbBbdA/4hbFbfAD4B& , �i4hbFbfAD4FbFbdAD	B& , �@�cbFbFbfA'�cbFbFbfA'�.& . Thusonly
in 1 case,both connectionsreceived equal number of
packets. In contrastfor 6 runs,oneconnectionreceived
all thepacketswhile theotherconnectiondid not receive
any packets. We seethat the routing protocol(AODV) 3

managedto find theshortestpathonly in onecase.

Example 2 As anotherexample,we considerhow the
path lengthsand the location of connectionsaffect the
MAC protocolperformance.For this experimentwe con-
sidertwo differenttopologies.In thefirst case,we fix the
grid ( �cCSYUj nodes,1 grid unit = 100m). For eachvalue
of injection ratedo the following: (i) First collect results

3Wehave run thisexperimentalsowith DSR.In thatcasetherouting
performancewasworsethenthatof AODV.

5



a

1

2 4

3

y z

6 5

x

z

wy

x

a

Figure2: (a) Illustratingschematicallytheeffectof routingpathsonMAC layerprotocols.Thepositionof transceivers
is shown as dotsand for clarity the rangeof the centertransceiver and the transceiver at the left bottomcorneris
shown. (b) Example1: Effect of routingprotocols.Thetopologyinducedis sameasin Figure(a). Thefigureshows
thepossiblepathsusedby theprotocol.Therearetwo parallelconnectionsrunningalongtheboundary.

for a singleconnection.This is shown by the thick line
betweenk and l in Figure3(a). (ii) Run the experiment
for 2 connectionsthat arevery far away. This is shown
asconnectionsmon�p and qPnsr in Figure3(a). Cases(i)
and(ii) provide us with the basecases.The first tells us
the basicvariationintroduceddueto the simulatorwhile
thesecondcaseyields a basecasein termsof how much
effect a routingprotocolhaswith no interactionbetween
connections.(iii) Run theexperimentwhenthe two con-
nectionsare very closeas shown by kRn,l and tun,v .
(iv) Finally, run it for connectionsthatareslightly further
off. This is alsoshown in Figure3(a). For eachvalueof
injection rate,we measuredlatency, the numberof pack-
etsreceivedandthethroughputof eachof thethreeMAC
protocols.

In thesecondsub-experimentweusedthreeline graphs
of varying length to reasonabout the influenceof the
length of route used in transportationof packets from
sourceto destination.The lengthof line graphswere7,
15,and30 nodes.Therationalwasto show thatlengthof
routehasaneffecton latency of packetsandalsoto quan-
tify this latency. Theminimumconnectivity for startand
endnodeswas two andmaximumconnectivity was six.
Thesetupis depictedin Figure3(b).

Figure 4 shows the average fairness, latency and
throughputfor Non-interferingand Very-Closeconnec-
tions connectionsfor the threeMAC protocols. w andx

extensionsrefer to low and high injection ratesre-
spectively. In caseof non-interferingconnections,all
MAC protocolsbehave equallywell in termsof average
fairness,4 latency and throughputexcept for MACA at
high injection rate. MACA-H appearsmoreunfair, have

4Herefairnessis measuredby thedeviation from beingperfectlyfair.
Sohigherthefairnessmeasureor deviation,moreunfair aprotocolis.

higherlatency andlower throughput.However, whenthe
connectionsare very close and interfering, 802.11and
MACA athigh injectionrate,aremoreunfair, havehigher
latency and lower throughputcomparedto CSMA. Al-
though,802.11at low injection rate,is themostfair with
leastlatency andbestthroughputamongall theMAC pro-
tocols. The graphsfor partially-interfering connections
andsingleconnectionareomittedhereto avoid repetition.
However, thefollowingconclusionssummarizetheresults
for theentireexperiment.

1. 802.11and CSMA show almost identical behavior
whenwecomparethesingleconnectionandtwo con-
nectionsthat are far apart. In caseof MACA there
wasa differencebetweenthe two caseswhich may
havebeencausedby theinteractionbetweenMACA
andtheroutingprotocol,AODV. Suboptimalrouting
increasedinteractionbetweenthe two connections
andthe lack of carriersensingin MACA becamea
factor.

2. Allocation of resourcesin the caseof the two con-
nectionsthat are slightly apart is characterizedby
worst performanceof CSMA at all injection rates,
and802.11at high injection rate. In caseof CSMA
this is causedby thesimplicity of theprotocol,andin
caseof 802.11this is causedby interferenceof con-
trol packetsathigh injectionrate.

3. Even from this simple setting we can seethat no
MAC layerprotocoldominates.

In thesecondsetof experimentsweshow relationbetween
thelengthof routeandbasicperformanceparameterssuch
aslatency andpacketsreceived. Thesetupis shown Fig-
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Figure3: Setup for secondexperiment. (a) This experimentstartedwith basecasesconsistingof connectionsthat
werefar away andthenprogressively got themcloser. Corridorgrid. Two IyYOI grid connectedwith a 	yY�	 grid. (b)
Effect of Path lengths.Thefigureshows threedifferentline-squaredgraphswith lengthof j , �.4 , and 	Fb nodes.The
sourceanddestinationsfor eachof thethreecasesareshown by thearrows.
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ure 3(b). The basicconclusionsfrom this setof experi-
mentare:

1. Latency andnumberof controlpacketsincreasewith
thelengthof theline graph,andthenumberof pack-
ets received decreaseswith the length of the line
graph.

2. In simplesettingswith low interaction,CSMA per-
forms much better than the more advanced802.11
or MACA. For MAC layerprotocolswith advanced
RTS/CTScontrol packet mechanisms,deterioration
comesat lower injection ratedueto increasedinter-
actionbetweendataandcontrolpackets.

We briefly discussthespecificparametervalueschosen
in this paper. Thevalueshave beenchosenby takinginto
accountthefollowing guidelines:(a) thesizeof networks
and the numberof connectionswere chosenkeepingin
mind thecomputationallimitationsof thecurrentsimula-
tor andthenumberof runswe wishedto perform,(b) the
typeof networkschosenwasmotivatedby theearlierstud-
ies in [DPR00,DP+, WS+97, NK+99, BD+94] and the
specificgoalof showing interactionbetwentheMAC and
routinglayer, (c) Theinjectionratechosenis onthehigher
sidewhencomparedto otherstudiesbut still very realis-
tic. Moreover, this is donein settingswheretheresultsare
interpretable;to the extent possible,simpleinstancesare
chosento effectively argueaboutanissue.

4 Characterizing Interaction Using
Statistical Methods

Wesetupanexperimentwhichevaluatestheperformance
of the following four factors;the MAC protocol,routing
protocol,network topologyandtheinjectionrate.Eachof
thesefour factors(variables)have threelevels(valuesthe
variablestake)asdescribedin Section2. Thisexperiment
generates	h|}��~f� distinct scenariosby using different
combinationsof MAC, router, network andinjectionrate.
For eachscenario,we generate20 replicates/samplesfor
theanalysis.Our performancematrix for this experiment
consistsof threemeasuresi.e. latency, numberof packets
receivedandthefairness.

Using statisticalmethodswe studywhetherthesefour
factorsinteractwith eachother in a significantway. In
thepresenceof interaction,themeandifferencesbetween
the levels of one factorarenot constantacrosslevels of
theotherfactor. A generalway to expressall interactions
is to saythat the effect of onefactorcanbe modifiedby

anotherfactor in a significantway. In our analysis,we
analyze,if the above four factors,interactin their effect
on theperformancemeasure.We performthreedifferent
analysis,onefor eachperformancemeasureto observethe
interactionamongfactors.

Approach: We first constructa matrix of 4 dummyvari-
ables.For eachfactorwe createa dummyvariable.This
variabletakesa value1, 2 and3 dependinguponwhich
level of the factor is switchedon during the calculation
of the performancemeasure. For example, the dummy
variablefor MAC protocol,would take a value1 when-
ever 802.11is being usedto calculatethe performance
matrix, value2 whenever CSMA protocol is beingused
andvalue3 whenever MACA is beingusedto calculate
theperformancematrix. Similarly, for theroutervariable,
the dummytakesa valueof 1 whenever AODV protocol
is being usedand value 2 whenever DSR is being used
andvalue3 wheneverLAR1 is beingusedto calculatethe
performancematrix. To calculateinteractionsbetweenthe
factors,weuseastatisticaltechniqueknownasanalysisof
variance(ANOVA). It is ausefultechniquefor explaining
thecauseof variationin responsevariablewhendifferent
factorsareused.Thestatisticaldetailsdiscussedbelow are
routineandareprovidedfor theconvenienceof thereader.
For moredetailson the techniquesusedin this analysis,
referto [GH96, Ron90]. Giventhatwe have four factors,
weusea four factorANOVA.

Mathematical Model: The appropriatemathematical
modelfor a four factorANOVA is asfollows:

T ��� �/�-� ���o�P[ � �X^ � �Xa � ��� � ����[�^�& ��� ����[�a�& � � �S��[��h& � � �
�6��^�a!& � � �7�\^��h& � � �,��a!�h& ��� �7��[�^!a�& ��� � �,�\[�^��h& ��� � �

�6��[�a!�h& � �/� �,��^!a!�h& � �/� �7��[�^�a0�h& ��� ��� �U� ��� �/�-�
where T ��� �/�-� is the measurementof the performance

variable(e.g. latency) for the ith network, jth router, kth
MAC and lth injection rate. � is the numberof repli-
cateswhich is 20 in our experiment. [ � is the effect of
network topology, ^ � is the effect of the routing proto-
col, a�� is the effect of the MAC protocol and �1� is the
effect of the injection rate on the performancemeasure.
The two way interactiontermsare; ��[�^�& ��� , which cap-
turesthe interactionpresentbetweenthe network topol-
ogy and the routing protocols; ��[�a�& � � , which measures
theinteractionpresentbetweenthenetwork topologyand
the MAC protocols; ��[��h& � � , measuresthe interactionbe-
tweenthenetwork topologyandtheinjectionrates.Simi-
larly, ��^�a!& � � , measurestheinteractionbetweentherouter
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Figure5: (a) Mediumandhigh connectivity grid of jPYMj nodes.(A) mediumconnectivity, and(B) high connectivity.
(b) Corridorgrid. Two IJY�I grid connectedwith a 	JY�	 grid.

and the MAC protocol. ��^��h& � � , the interactionbetween
the routerand injection rates; ��a!�h& �/� , the interactionbe-
tween the MAC protocolsand the injection rates. The
threeway interactiontermsare; ��[�^!a�& ��� � which captures
the interactionpresentbetweenthe network, router and
MAC protocols;��[�^��h& ��� � , theinteractionpresentbetween
the network, routerand injection rates; �\[�a0�h& � �/� , the in-
teractionpresentbetweenthenetwork,MAC andinjection
rates;��^!a!�h& � �/� , theinteractionpresentbetweentherouter,
MAC andinjectionrates.Finally thefour way interaction
is measuredby �\[�^!a!�h& ��� �/� whichincludesall thefour fac-
tors. � ��� �/�-� is therandomerror.

Model Selection and Interpretation: The modelselec-
tion methodconsideredhereis calledthestepwisemethod.
This methodassumesan initial model and then addsor
deletestermsbasedon their significanceto arrive at the
final model. Forward selectionis a techniquein which
termsareaddedto an initial small modelandbackward
eliminationis a techniquein which termsaredeletedfrom
aninitial largemodel.Ouranalysisis basedonthemethod
of backward eliminationwhereeachterm is checked for
significanceand eliminatedif found to be insignificant.
Our initial model is the largest possiblemodel which
containsall the four factor effects. We then eliminate
termsfrom theinitial modelto eventuallyfind thesmallest
modelthat fits the data. The reasonfor trying to find the
smallestpossiblemodel is to eliminatefactorsandterms
thatarenot importantin explainingtheresponsevariable.
After eliminatingredundantfactors,it becomessimplerto
explain the responsevariablewith the remainingfactors.
Thesmallermodelscannormallyprovide morepowerful
interpretations.

To test four way interactionbetweenthe MAC, rout-
ing protocol,network andinjection ratesin effecting the
responsevariable,weperformthefour factorANOVA us-

ing theabovemathematicalmodel.This is alsocalledthe
full/saturatedmodelsinceit containsall 1-way, 2-way, 3-
way and 4-way interactions. After running this model,
we calculatethe residualsum of squares5 and refer it
by �`�L�_�'Gg& , which standsfor residualsumof squaresfor
modelnumber14. The degreesof freedom6 is referred
by �3�y�_�'Gg& . Now we dropthe4-way interactiontermi.e.
��[�^!a!�h& ��� �/� andrerunthe ANOVA model. The resultant
modelhasnow only have1-way, 2-wayand3-wayinterac-
tion terms.Fromthismodel,wecancalculatetheresidual
sumof squaresfor model13, i.e. �`�>�@�#	g& anddegreesof
freedomfor model13, �3�y�@�c	B& . We now comparemodel
14 with model13 to find out if the 4-way interactionis
significant. If the � -statisticturnsout to be insignificant,
we cansaythat3-way interactionmodeli.e. modelnum-
ber13 canexplain theresponsevariableaswell asmodel
14. This implies thatmodel14 canbe droppedoff with-
out loosingany information.Next wetestfor eachtermin
model13 andcheckwhich onesaresignificant.Any term
thatis not importantin affectingtheresponsevariablecan
thenbe droppedoff. This is achieved by droppingeach
3-way term oneat a time andthencomparingthe result-
ing modelwith model13. In our tables,model9 to 12 are
beingcomparedwith modelnumber13. If the � -statistic
is significantafter droppingoff the term, it implies that
thetermthatwasdroppedoff playedasignificantroleand
henceshouldnot have beendropped. After checking3-
wayinteractions,wecompareall 2-wayinteractionmodel
(model8) with all 3-wayinteractionmodelto seeif there
is a smallermodel that canfit the dataaswell as the 3-
wayinteractionmodel.Justlikethe3-waymodel,wethen

5For a regressionmodel, �F�f���K�J�g�)�g�J�e� , theresidualare �e�%��h�'�)�`�]�g�)� andtheresidualsumof squaresis 8 �:� �D�\��� � 8 �¡� �h�#��Q�X�g�¢�\� �
6The numberof independentpiecesof information that go into the

estimateof a parameteris calledthedegreesof freedom.
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drop off one term at a time from model 8 and compare
the new modelswith model8 to find out which of the2-
way interactionsaremostsignificant;in the table,model
2-7 arebeingcomparedwith model8. We continuewith
the eliminationprocesstill we find the smallestpossible
modelthatexplainsthedata.

Thesumof squares,degreesof freedomandthe � -test
valuefor eachof themodelsis shown in theTable1. In-
teractioncolumnshowswhichinteractionsareincludedin
the model. Finally the � -test is calculatedusingthe fol-
lowing statistic:

�£� �`�L�\¤�&¥(V�`�L�i¦1&e"h�3�y�\¤�&§(U�3�y��¦'&
�`��¨c©c���i"h�3�¥¨#©c���

where �`�L��¤ª& is the sum of squaresresidualsfor model
¤ and �`�L��¦'& is thesumof squaresresidualsfor model ¦ .
Similarly �3�y�\¤�& is the degreesof freedomfor model ¤
and �3�y��¦'& is the degreesof freedomfor model ¦ . The
�`� ¨c©c��� is the sumof squaresresidualsfor the full model
(largestmodel)i.e. themodelwith all thefour interaction
terms. �3�¥¨#©c��� is thedegreesof freedomfor thefull model.
Performance measure-Latency: Table 1 shows the
ANOVA results. Columns4-6 show the resultsfor the
responsevariablelatency. We startwith an initial model
with all the4-way interactionsandcompareit with all 3-
wayinteractionsmodel.Model14is beingcomparedwith
model13. The � -test, bd« Igj , shows that themodel13 fits
thedataaswell asmodel14sothefour way interactionis
not significant. Similarly, we try to find which 3-way in-
teractionsaresignificantandtry to find themostimportant
combinationby droppingeach3-way termoneat a time.
Looking at the � -test resultsof modelnumbers9 to 12,
we find model9 to be the mostsignificantandmodel12
to be marginally significant. From thatwe concludethat
the network, MAC and injection ratesinteractmostsig-
nificantly. Also, thenetwork, routerandtheMAC interact
significantlyin 3-wayinteraction.Notethatthesewerethe
combinationsthatweredroppedoff in models9 and12.

To find out if thereis asmallermodeli.e. modelwith 2-
way interactionsthatcanfit thedataaswell asthe3-way
interactionmodel,wefurtherlook atthe2-wayinteraction
models. We startby looking at a complete2-way inter-
actionmodel,i.e. modelnumber8 andthendropoff one
termatatime. The � -testvaluesconcludethatthemostof
the2-way interactionsaresignificant.Theonly exception
is the interactionbetweenrouterandinjection rate. Now
we createa modelwith only the 2-way significantinter-
actiontermsandcompareit with a modelcontainingonly
the3-waysignificanttermsto find thatthesmallestmodel

thatfits thedata. If the � -testfor thesetwo modelsturns
out to besignificant,we concludethat thesmallestmodel
includes ¬ � �£�F­¡¬ ® � �*­ , which meansthat these3-way
interactionscannotbeexplainedby the2-way modeland
hencecannotbe droppedoff. Our resultsfind that to be
true implying that indeed ¬ � �£�h­:¬ ® � �*­ is the smallest
possiblemodel.
Performance measure: Number of packets received
Columns7, 8 and9 in Table1 show the ANOVA results
for the responsevariable“packets received”. The inter-
pretationof the resultsis similar to the responsevariable
“latency”. The interactionresultsare also very similar
to the latency results. Again we find that the four factor
interactionis not significant. Among the 3-way interac-
tions, � -testshows that the network, MAC andinjection
ratesinteractmostsignificantly. Thenetwork, routerand
the MAC alsointeractsignificantly in 3-way interaction.
Amongthe2-way interactionterms,therouterandinjec-
tion ratesaretheonly onesthatshow insignificantinterac-
tion, all other2-way interactionsturnedout to besignifi-
cant. As before,we find that therouterandinjection rate
have very significantinteractionin affecting the number
of packetsreceived. In this casealso,thesmallestmodel
hasonly ¬ � �£�F­:¬ ® � �*­ 3-way interactionterms.
Performance measure: Fairness Thelast threecolumns
of Table1 shows the ANOVA resultsfor variousmodels
usinglong termfairnessastheperformancemeasure.The
initial setupfor a four way interactioneffectof thefactors
on thefairnessmeasureis doneasexplainedbefore.The
only exceptionis thatnow we have 10 runsinsteadof 20
for eachof the81scenariosmentionedabove.7 Theresults
show thatboth4-wayand3-way interactionsareinsignif-
icant in affecting the fairness. Looking at the resultsof
2-way interactionsbetweenthe factors,we find that the
routerandMAC protocol interactin the mostsignificant
way in affectingthefairness.Theinteractionbetweenthe
network andMAC is alsosignificantbut not to theextent
of routerandMAC interaction. In this case,the smallest
modelhasonly ¬ � �*­:¬ ®¯�*­ 2-way interactionterms.

5 Further Results and Qualitative
Explanations

We try to quantify thestatisticalresultspresentedin Sec-
tion 4 by taking a closer look at performancevariables
latency, percentageof packetsreceivedandthenumberof

7This is dueto thefactthatfairnessmeasureis calculatedby takinga
ratioof thenumberof packetsreceived for thetwo connections.
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ResponseVariable Latency Num. of PacketsRecd. Fairness
No. Interaction Source °f° ±¢² ² -test °f° ±¢² ² -test °f° ±¢² ² -test
1 All 1-way ³ ´>µ�³ ¶!µ�³ ·�µ�³ ¸�µ 18733.78 1611 ¹_ºc» ¼c¹D½ 1875199 1611 ºc¹�» ¾�º'½ ¿c» À�¼)ÁP¹_Â�Ã 801 Äc» Å1À'½
2 2-way ³ ´Æ¶�µ�³ ´�·�µ�³ ´K¸/µ�³ ¶§·�µ�³ ¶�¸/µ 16429.57 1591 ¹_Äc» º�º ½ 1535050 1591 ¿c¹�» Ç�Ç ½ ¿c» ¿�¿)ÁP¹_Â Ã 781 1.38
3 2-way ³ ´Æ¶�µ�³ ´Æ·�µ�³ ´Æ¸/µ�³ ¶§·�µ�³ ·�¸/µ 15882.91 1591 0.88 1433837 1591 2.08 ¿c» ¿c¹ ÁP¹_Â Ã 781 0.59
4 2-way ³ ´Æ¶�µ�³ ´Æ·�µ�³ ´Æ¸/µ�³ ¶�¸/µ�³ ·�¸/µ 16434.59 1591 ¹_Äc» ¿�Ä'½ 1454324 1591 Àc» Â�¾'½ ¿c» Ç#¹ ÁP¹_Â�Ã 781 º/Å.» ºc¹D½
5 2-way ³ ´Æ¶�µ�³ ´Æ·�µ�³ ¶§·�µ�³ ¶�¸/µ�³ ·�¸/µ 15998.74 1591 ¿c» ¾c¹ ½ 1465026 1591 ¹�¹�» º�¿ ½ ¿c» ¿�º)ÁP¹_Â Ã 781 0.81
6 2-way ³ ´Æ¶�µ�³ ´K¸�µ�³ ¶�·�µ�³ ¶�¸/µ�³ ·�¸/µ 17168.48 1591 ¿/Å.» ¼�Â ½ 1682018 1591 ÇDÅ.» À�À ½ ¿c» ¿�¼)ÁP¹_Â Ã 781 ¿c» ¼ ½
7 2-way ³ ´�·�µ�³ ´Æ¸/µ�³ ¶�·�µ�³ ¶�¸/µ�³ ·�¸/µ 16069.16 1591 Äc» Ç�Ç ½ 1438545 1591 ¿c» Å1¼ ½ ¿c» ¿/Å¢ÁP¹_Â Ã 781 2.3
8 All 2-way ³ ´Æ¶�µ�³ ´�·�µ�³ ´K¸/µ�³ ¶§·�µ�³ ¶�¸/µ�³ ·�¸/µ 15849.33 1587 ¿c» Ä ½ 1426720 1587 ¿c» Ç#¹ ½ ¿c» ¿�Â)ÁP¹_Â Ã 777 0.77
9 3-way ³ ´�¶�·�µ�³ ´�¶�¸�µ�³ ´Æ·�¸/µ 15346.48 1563 Ç#» Ä'½ 1393866 1563 ¹_Âc» Â�Ä'½ ¿c»�¹_À�º)Á�¹_Â�Ã 753 Âc» À�¾
10 3-way ³ ´�¶�·�µ�³ ´�¶�¸�µ�³ ¶�·�¸/µ 14908.73 1563 1.76 1331645 1563 0.93 ¿c»�¹_À�À)Á�¹_Â�Ã 753 1.07
11 3-way ³ ´Æ¶§·�µ�³ ´�·�¸/µ�³ ¶�·�¸�µ 14919.62 1563 1.91 1329497 1563 0.61 ¿c»�¹_Àc¹ Á�¹_Â Ã 753 0.88
12 3-way ³ ´Æ¶�¸/µ�³ ´�·�¸/µ�³ ¶§·�¸/µ 14999.95 1563 ºc» ¾'½ 1347649 1563 ¿c» º1Ç1½ ¿c» ºc¹ ÁP¹_Â�Ã 753 ¹�» Ç/Ä
13 All 3-way ³ ´Æ¶§·�µ�³ ´Æ¶�¸/µ�³ ´�·�¸/µ�³ ¶§·�¸/µ 14774 1555 0.67 1325312 1555 0.99 ¿c»�¹_Ä)ÁP¹_Â Ã 745 1.15
14 All 4-way ³ ´Æ¶§·�¸/µ 14672.34 1539 1311724 1539 ¿c» Â1Ç]ÁP¹_Â�Ã 729

Table 1: Results of Four-Factor ANOVA: This table shows resultsof four-factorANOVA wherethe factorsare
network topology, routingprotocol,MAC protocolandthe injection rate. The responsevariableor theperformance
measures are the latency, numberof packets received and fairness. È shows that the � -test is significantat 99É
confidencelevel.

controlpacketsat theMAC layerlevel.

5.1 Interdependency of MAC, Routing Pro-
tocol and Network Topology

Table2 shows the variation in performancerangeof la-
tencyand packets receivedas the injection rate changes
from high to low. Following importantobservationscan
bemadeaboutthebehavior andinteractionof MAC, rout-
ing andthenetworks:

1. Onetypically getshigher latency whenusingDSR.
This is true over all networks and MAC proto-
cols. The working hypothesisis the following (i)
the packet sizes are generally larger while using
DSRsinceentirerouteinformationis embeddedin a
packetand(ii) theroutediscoveryprocessis initiated
every timeapacketneedsto besent.Moreover, each
RREQreceivedatthedestinationis reciprocatedwith
a RREPpacket.

2. In generallatency increasessubstantiallywith in-
creasedinjection rate. First notethat latency is only
measuredfor packetsthat arereceived successfully.
Increasedinjectionrateimplieshigherprobabilityof
collision and lower probability of finding free re-
source.This in turn implieshigherlatency.

3. In general,lower theinjectionrate,higheris theper-
centageof packets received. This is true sincethe
probability of collision is smallerat lower injection
rates.

4. For medium and high connectivity grid and for
all injection rates, the system performs the best
whenusing802.11. This holds for all routing pro-
tocols. The results points out the utility of the
CSMA/RTS/CTS/ACK mechanism.

5. Theoverallperformanceof thesystemis worstwhen
usingMACA asthe MAC protocol. From thesere-
sults it is fair to concludethat just the RTS/CTS
mechanismin itself is not sufficient to improve
throughput. But noting the performanceof 802.11,
one concludesthat CSMA/RTS/CTS/ACK mecha-
nismdoesyield goodresults

5.2 Spatial Distribution of Control Packets

We carriedout further investigationon the spatialdistri-
butionof controlpacketsgeneratedin oursimulations.To
explainour resultswefocusongrid squarednetwork with
mediumconnectivity with two parallel connectionsand
shown in Figure6, 7, 8. To conservespace,we only show
graphicalresultsfor the802.11protocol.However, results
of bothMACA and802.11aresummarizedbelow.8

1. The higher the injection rate, the higher is the
numberof control packets (normalized)generated.
This is an expectedresult. At medium injection
rate, 802.11/LAR1 generatedmore control pack-
etsascomparedto 802.11/AODV and802.11/DSR.
At high injection rate,802.11/AODV generatedthe

8CSMA is omitted since no control packets are generatedunder
CSMA.
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MediumConnectivity Grid: Performancerangeovervaryinginjectionrate
802.11 CSMA MACA

AODV DSR LAR1 AODV DSR LAR1 AODV DSR LAR1
Latency 0.009-0.02 0.01-0.02 0.01-0.02 0.02-0.01 2-3 0.02-0.04 2-0.02 1-0.05 1-0.04
É Pkts. 100-100 100-100 100-100 90-98 75-64 92-97 62-88 62-83 72-98

High Connectivity Grid: Performancerangeover injectionrate
802.11 CSMA MACA

AODV DSR LAR1 AODV DSR LAR1 AODV DSR LAR1
Latency 0.01-0.01 0.01-0.01 0.01-0.02 0.02-.05 1-4 0.01-1 10-0.01 4-0.06 9-1
É Pkts. 100-100 100-100 100-100 53-58 36-25 38-23 8-80 10-75 23-72

CorridorGrid: Performancerangeover injectionrate
802.11 CSMA MACA

AODV DSR LAR1 AODV DSR LAR1 AODV DSR LAR1
Latency 2-0.02 6-0.06 3-2 0.01-0.03 3-3 0.01-0.06 2-0.02 3-0.09 2-0.04
É Pkts. 10-88 18-85 20-62 48-50 38-40 58-56 20-76 18-52 18-68

Table2: This tableshows the latency andnumberof packetsreceived( É ) asfunction of injection ratefor the three
networks i.e. mediumconnectivity, high connectivity andcorridor grid. The performanceis shown asa rangeover
decreasinginjectionrate.Notethat theinjectionratesareinverselyrelatedto theinjectioninterval. For eachfigure is
annotatedwith thecorrespondinginjectioninterval.

least number of control packets as comparedto
802.11/LAR1and802.11/DSR.

2. MACA alwaysgeneratedsubstantiallymorecontrol
packetsascomparedto 802.11. The reasonfor this
is simple: dueto absenceof carriersensingmecha-
nism,thenumberof collisionsincreasessubstantially
causingin turnanincreasingin thecontrolpackets.

3. Figure 6, 7, 8 clearly show the transceivers gener-
ating the MAC control packets are correlatedwith
the pathschosenby the routing protocol. Figures8
shows lessernumberof control packetsfor high in-
jection rate as comparedto mediuminjection rate.
This seeminganomalyis easilyexplainedwhenone
noticesthat the throughputat theseratesis substan-
tially smallerand hencethe intermediatenodesdo
not haveasmuchwork to do.

The observationsmadein this sectionclearly suggest
thatresultsandperformancechangesignificantlydepend-
ing uponwhatcombinationof routingprotocol,MAC pro-
tocol, network andinjectionratesarebeingused.Thein-
teractionsamongthesevariablesaffecteachothersperfor-
mancein complicatedways.

6 Concluding Remarks

We undertooka detailedstudy to quantify the effectsof
ad-hocrouting protocolson MAC protocols. This study

extendstheearliersimulationbasedexperimentalwork in
[DPR00, DP+,BM+98,KV98, RLP00,RS96]. Intuitively
it is clearthatdifferentlevelsin theprotocolstackshould
affecteachotherin mostcasesbut thisissueis investigated
more rigorously here; our resultspoint out someof the
subtletiesinvolved.

An important implication of our resultsand thosein
[BS+97, RLP00]is thatoptimizingtheperformanceof the
communicationnetwork by optimizing the performance
of individual layers is not likely to work beyond a cer-
tain point. We needto treattheentirestackasa singleal-
gorithmicconstructin orderto improve theperformance.
Specifically, optimizing a particularlayer might improve
the performanceof that layer locally but might produce
non-intuitivesideeffectsthatwill degradetheoverallsys-
temperformance.Theissueis likely to becomemoreim-
portantin adhocnetworkswherethetopologyis changing
constantlyandhenceit is not even easyto discernwhat
shortestpathsmean.

The resultsalso motivate the needfor dynamicadap-
tive mega protocols that perform say the MAC/routing
taskssimultaneously. For instance,it is plausibleto ex-
tractgoodfeaturesof individualprotocolsto constructthe
mega protocols. Examplesof this include: (i) Having
RTS/CTS/ACK mechanism,but with the ability to shut
it down in timesof low traffic, (ii) routingprotocols,that
uselocationinformationaswell assmall amountsof in-
formationaboutintermediatenodes.
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Figure 6: MAC control packets for (802.11,AODV) combinationfor threedifferent injection intervals (.05, .025,
.0125).Note that smaller injection interval implies higher injection rate.
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Figure7: MAC controlpacketsfor (802.11,DSR)combinationfor threedifferentinjectionintervalsof .05,.025,.0125
seconds.
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